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ABSTRACT

We present a calibrated full-3D simulation of a widely-tunable sampled-grating distributed Bragg reflector
(SGDBR) laser showing the characteristic quasi-continuous tuning map. The SGDBR laser is a longitudinally
integrated device consisting of five waveguide sections: a front and rear mirror section together with a phase
section allow for quasi-continuous tuning over a wavelength range of 100nm, while an active section provides the
optical gain for the laser operation. For real world applications the tuning behavior needs to be well understood
in order to guarantee stable operation for each wavelength channel. Due to the strong inhomogeneities both in
the transverse and longitudinal dimensions a 3D simulation model is necessary to cover the full complexity of
such devices. In our physics-based approach, we solve the fully coupled semiconductor drift-diffusion equations
for electrons and holes, taking into account longitudinal current flux in full 3D. Gain calculation and the photon
rate equation are included self-consistently in an iterative Newton scheme. The optical field is composed of
several transverse mode patterns combined with the longitudinal field distribution as obtained by a transfer
matrix formalism. By means of a Gummel-type iteration scheme a self-consistent solution of the optics and elec-
tronics is found. We show that this approach succeeds even in the numerically most challenging case of discrete
wavelength jumps as observed in typical tuning maps of SGDBR lasers. Our simulations are in good agreement
with measurements and prove the suitability of the simulator for the design and optimization of state-of-the-art
tunable lasers.
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1. INTRODUCTION

Widely-tunable semiconductor lasers are expected to play an important role in near-future optical communication
applications and have already demonstrated their great potential when integrated with other optoelectronic
devices on a single chip.1, 2 It is a key technology in the development of future optoelectronic systems. A
less spectacular application of such tunable lasers but economically more compelling is in the area of inventory
reduction. Due to the recent telecoms downturn tunable laser manufacturers have also found sensing applications
to be a fertile ground for their products.

The strong interaction between optical, electronic and thermal effects makes the design of photonic integrated
devices and systems particularly challenging. Several devices are built on the same chip in close vicinity, making a
separation into lumped models impossible. Modern technology computer aided design (TCAD) tools can be used
for design and optimization of such complex devices.3 With the help of numerical models, the large parameter
space can be scanned and development costs as well as time to market can be significantly reduced.

The immense increase in the computational power of modern workstations allows to solve the laser device
equations of entire three-dimensional devices. A simulation scheme which fully reflects the 3D nature of tunable
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multi-section DBR lasers is presented. It proves to be an efficient way of modeling ever more complex structures
in 3D without compromising on the physics-based approach employed in 2D. The models chosen in this work
aim to provide a balance between computational effort and the accuracy of the solution. The comprehensive
simulation of multi-section lasers is becoming feasible, allowing to directly predict the optical device behavior
together with the electronic performance. The simulation of unwanted effects such as longitudinal current leakage
can be performed and therefore, the simulation tool is applicable for the optimization of several loss mechanisms.

In this simulator charge carrier transport is modeled by the drift-diffusion and Poisson equations.4 Temper-
ature is included by an energy balance formalism,5 and the model for carrier transport at heterointerfaces and
quantum wells is described in Refs. 6, 7.

This paper is organized as follows. Section 2 briefly reviews the electro-thermal model employed and de-
scribes in detail the treatment of the three-dimensional optical problem, followed by a section on the numerical
implementation of the physical models. Finally, in Sect. 4 simulation results are presented.

2. PHYSICAL MODEL EQUATIONS

2.1. Electro-thermal model

The electro-thermal simulation models are only summarized very briefly. Detailed descriptions can be found in
Refs. 8 and 9.

The basic equations of the thermodynamic model comprise the Poisson equation for the electrostatic potential
φ, and the continuity equations for the electrons n, holes h and the local heat flux S,

∇ · D = −q
(
p− n+N+

D −N−
A

)
(1)

∇ · jn = q (R + ∂tn) (2)
−∇ · jp = q (R + ∂tp) (3)
∇ · S = −ctot∂tT −∇ · (jn (PnT + Φn) + jp (PpT + Φp)) (4)

The electron and hole quasi-Fermi potentials Φn and Φp can be directly calculated from the electron and hole
densities.8 The variables N+

D and N−
A are the ionized donor and acceptor concentrations, and Pn and Pp denote

the absolute thermo-electric powers for electrons and holes, respectively. The recombination rate R is the sum
of radiative and non-radiative recombination. Further equations define the electric displacement D, the currents
jn, jp, and the heat flux S

D = ε∇φ (5)
jn = −q (µnn∇φ−Dn∇n+ µnnPn∇T ) (6)
jp = −q (µpp∇φ+Dp∇p+ µppPp∇T ) (7)
S = −κth∇T, (8)

where T is the local temperature, µn and µp are the mobilities and Dn, Dp are the diffusion constants.

The Newton method using the well-known box discretization is applied for the numerical solution of the
coupled nonlinear partial differential equations (PDEs).10 As shown above, (1)-(4), the semiconductor equations
can be written in divergence-form equaling the divergence plus a scalar source term.

2.2. Optical Model

The optical model is based on a rate equation approach. For each optical mode, a separate rate equation
describes the temporal evolution of the mean electro-magnetic energy. This approach is known as the adiabatic
approximation11 and is based on the assumption that the optical mode shapes depend on the instantaneous
value of the time-dependent dielectric function.



Starting from the time-domain Maxwell equations and employing the mode expansion

E(r, t) = E0

∑
ν

Ψν(r; t)
√

Sν(t)e−iωνte−iφν(t) + c.c. (9)

in order to eliminate the fast time-scale, the photon rate equation can be written as8, 11, 12

∂tSν = (Gν − Lν)Sν + βνRsp
ν , (10)

where Gν , Lν , βν and Rsp
ν are the modal gain, effective modal loss, spontaneous emission coupling coefficient

and spontaneous emission for mode number ν, respectively. The constant E0 in Eqn. (9) is chosen such that the
energy stored in the optical field inside of the cavity is Wopt = h̄ωS . The definition of the modal quantities is as
follows

Gν(ω) =
∫

gloc(r, ω) |Ψν(r)|2 dr (11)

Rsp
ν (ω) =

∫
rsp(r, ω) |Ψν(r)|2 dr (12)

Lν(ω) =
∫

α(r, ω) |Ψν(r)|2 dr +
c

2L
ln

(
1

r0(ω)r1(ω)

)
, (13)

(14)

with gloc the local material gain and α the free carrier absorption loss.

Edge-emitting lasers such as Fabry-Perot, DFB and DBR lasers have an extreme aspect ratio with a device
length much longer than the cross-section diameter. Consequently, the electromagnetic waves propagate mainly
along the longitudinal direction and it is a good approximation to consider TE and TM waves only. The optical
modes are solutions of the reduced vectorial wave equation13 for the transverse field∗

(
∇2 +

ω2
ν

c2
ε(r, ων)

)
Ψν(r) = 0, (15)

where the parametric time-dependence of Ψν has been dropped for notational convenience. Since the direct
solution of Eqn. (15) in three dimensions is too complex for the above mentioned laser types, we will motivate a
solution strategy based on a separation ansatz.

A general multi-section laser diode consists of several active and passive sections which may have an arbitrary
grating corrugation. Additionally, a section with a modestly tapered waveguide is also possible. As an example
we mention a SGDBR laser monolithically integrated with a (tapered) semiconductor optical amplifier (SOA)† as
depicted in Fig. 1. It can be assumed that during operation the relevant laser parameters vary continuously within
each section whereas discrete changes across section interfaces are possible, e.g. at active-passive transitions. In
this case we can make the following separation ansatz

Ψν(r) = Φνω (x, y; z)Eω(z). (16)

To account for the longitudinal dependence of the dielectric constant ε(r, ω) due to the inhomogeneous current
and temperature distribution, each section is sampled at several positions along the z-axis. In this approach we
assume a hypothetical waveguide which coincides locally with the actual waveguide. The thus called local normal
modes are not themselves solutions of Maxwell’s equations since their parameters are functions of z. However,
they can be superimposed to yield a solution of Maxwell’s equations that represents the field of the actual
waveguide.15 The local character of the corresponding ν-th order transverse mode pattern at oscillation frequency

∗In the derivation of Eqns. (10) and (15) the ∇ (∇ · E) term, which arises from the vector identity ∇ ∧ ∇ ∧ E =
∇ (∇ · E)−∇2E has been neglected.14

†Similar Devices have been fabricated at the University of Santa Barbara.
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Figure 1. Schematic representation of the longitudinal side view (top) and top view (bottom) of a SGDBR-SOA laser.
The top view indicates a tapered waveguide in the SOA section.

ω is indicated by the colon-separated z-dependence of Φνω . Eω(z) stands for the longitudinal electric field.
The reduced vectorial wave equation (15) then decomposes into a finite number of two-dimensional Helmholtz
equations

(
∇2 +

ω2

c2
[
n2(r, ω)− n2

νω
(z)

])
Φνω (x, y; z) = 0, (17)

and a one-dimensional longitudinal cavity problem of the form
(∇2 + β2(z)

)
Eω(z) = 0, (18)

where the dielectric constant in Eqn. (17) has been expressed in terms of the complex refractive index according
to the relation ε(r, ω) = n2(r, ω). The optical material properties are described by the complex refractive index
n(r, ω) = n′ + in′′ which relates the optical to the electronic equations. Its imaginary part n′′ contains both
local material gain / loss gloc(r, ω) in the active region due to stimulated emission / direct inter-band absorption
and different kinds of absorption losses α(r, ω) in non active regions. Then the imaginary part of the index of
refraction can be written as

n′′ =
c

ω

(
gloc − α

)
, (19)

with gloc and α generally depending on carrier density, temperature and frequency. The same dependencies also
hold for the real part n′ when the Kramers-Kroenig relations16 are taken into account. In our simulations we
model the dominant spectral dependence of the carrier-induced complex refractive index change by17–19

∆n′ = − e2

2n′ε0ω2

(
n

me
+

p

mh

)
(20)

∆n′′ = − e3

2n′ε0ω3

(
n

m2
eµe

+
p

m2
hµh

)
. (21)

As an alternative, a lookup-table approach compiled from microscopic calculations is also possible.

In the above Helmholtz equation (17) the propagation constant γνω = ω
c nνω can be identified as the eigenvalue

and nνω as the effective mode index of the local waveguide whose real part is the effective refractive index and
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Figure 2. Left: Reflectivity spectrum of the front (blue) and rear (red) sampled-grating mirrors exhibiting the charac-
teristic periodic reflection peaks in the desired wavelength region. Right: Product of front and rear mirror reflectivities
indicating the main mode together with the dominant side-modes when the mirrors are perfectly aligned with respect to
their center-peaks.

the imaginary part is related to the net modal gain by gnet = ω
c Im(nνω ). In the longitudinal cavity problem β

reads as

β(z) =
ω

c
nνω(z) + i

∆α

2
, (22)

where ∆α is the net power-loss of the cavity.

Eqns. (17) and (18) together with the appropriate boundary conditions, standard Dirichlet / Neumann
boundary conditions and Sommerfeld radiation boundary condition,20 respectively, determine the pairs (Ψν , ων)
of resonant modes and frequencies of the laser cavity. In order to suppress a net contribution to the longitudinal
and temporal dependence of Ψν(r; t), the local transverse mode pattern Φνω and the longitudinal field distribution
Eω have to be normalized according to7

∫∫
|Φνω (x, y; z)|2dx dy = 1, ∀ z ε [0, L] , (23)

∫ L

0

|Eω(z)|2dz = 1, (24)

where L is the cavity length.

It should be noted that a more rigorous approach would calculate/cover the coupling between all local
normal modes of neighboring longitudinal positions. In our approach we make two approximations. First, we
consider only coupling between neighboring normal modes of the same order. Secondly, the one-dimensional
wave equation (18) essentially describes power coupling of the modes along the z-direction. These assumptions
greatly simplify the analysis while little accuracy is lost for the aforementioned laser structures.

We believe that the approach outlined in this section is well suited for the efficient simulation of general
active structures such as sampled-grating DBR lasers,21 tapered waveguide lasers22, 23 and other monolithically
integrated optoelectronic devices.

3. NUMERICAL IMPLEMENTATION

In this section we will highlight on the numerical implementation of the optical equations outlined in Sect. 2.2
with respect to modeling the wavelength tuning behavior of multi-section DBR lasers. In contrast to standard



Fabry-Perot laser diodes the emission wavelength can no longer be assumed to coincide with the modal gain peak.
Depending on the amount of current injected into the grating sections of a SGDBR laser, the lasing wavelength
can be tuned over a range of up to 100nm. What’s more, discrete mode/wavelength jumps are possible and
the convergence criteria have to be reviewed. Since the product of the power reflectivities of the front and rear
mirror at the resonant wavelength varies during tuning operation, the corresponding mirror loss and threshold
gain are subject to change. At last, the influence of the tuning operation on the optical mode pattern should
also be mentioned here.

The strong coupling of the optics and electronics, characterized by the several-orders-of-magnitude change
in optical intensity across threshold, is treated by incorporating the photon rate equation (10) into a Newton
updating scheme.7 What is usually referred to as weak coupling in Fabry-Perot laser simulation, i.e. the depen-
dence of the electro-thermal equations together with the photon rate equations on the optical field distribution
and the lasing wavelength, does not hold strictly true for SGDBR lasers. However, experience shows that a
modified Gummel-type iteration scheme between Eqns. (1)-(4) and Eqn. (15) can be employed to obtain a fully
self-consistent solution of the whole nonlinear system. The necessity for a modified Gummel-type iteration scheme
will be explained later in this section.

Solving Eqn. (15) by means of the separation ansatz (16) requires the solution of two different classes of
eigenvalue problems. The Helmholtz equation (17) is a standard non-Hermitian eigenvalue problem of the form
Ax = λx, with λ εC. For the discretization of the Helmholtz equation a finite-element method is employed as

Figure 3. Optical field patterns of the fundamental transverse mode at various positions along the waveguide: (a) gain
section, (b) transition region between gain and phase section, (c) passive section. For better illustration, graphs (a)-(c)
only show a display detail of (d) where the optical confinement factor is high.



presented in detail in Ref. 24. On the other hand, the longitudinal equation (18) represents a generalized non-
hermitian nonlinear eigenvalue problem of the form Ax = ξB(ξ)x with the complex eigenvalue ξ = ω/c+ i∆α.
Although we mostly deal with periodic grating corrugations which can be treated analytically in the framework
of coupled mode theory,25–27 the inhomogeneous carrier and temperature distribution during laser operation
demands for a numerical solution. To this end a transfer-matrix formalism has been chosen that relates the
right- and left-propagating waves at one point of the structure to the right- and left-propagating waves at
another point28, 29

(
Er(zi)
El(zi)

)
=

(
T11 T12

T21 T22

)
i

(
Er(zi+1)
El(zi+1)

)
. (25)

Cascading all transfer matrices yields a system matrix T =
i∏
Ti. Applying the Sommerfeld radiation condition20

requires T22 = 0 and hence the problem reduces to a complex root search for which a variant of the Nonlinear
Simplex (Nelder-Mead) Algorithm30 has been employed.

For the solution of the one-dimensional cavity equation the effective mode index distribution is superimposed
with the grating corrugation ∆ngr(z). In this way, Eqn. (18) can be solved for an arbitrary variation in the
superimposed effective mode index if the discretization of the z-axis is chosen small enough so that ntot

νω
(z) =

nνω (z) + ∆ngr(z) is well approximated by a piecewise constant function. As the effective mode index nνω

generally is a slowly varying function except at active-passive section interfaces, a coarser sampling of the z-axis
in combination with a linear interpolation is permissible.

In a general multi-mode simulation we have to consider several longitudinal modes for each higher order
local transverse mode. Furthermore, in order to include dispersion Eqn. (17) has to be solved at each sampling
position for a range of frequencies within which the longitudinal resonant frequencies with lowest threshold gain
are expected. In this context the frequency ω can be seen as an input parameter in the Helmholtz equation and a
position- and frequency-dependent function nνω (z) can be compiled. The actual frequencies of the lasing modes
are then obtained from the longitudinal cavity problem. For single longitudinal-mode simulations dispersion

Figure 4. Optical intensity distribution of a planar buried-heterostructure SGDBR laser resulting from a separation
ansatz with parametric z-dependence of the local transverse modes as described in Sect. 2.2. The longitudinal intensity
envelope at transparency is given in the backdrop. The buried-heterostructure type SGDBR laser has only been used for
illustration of the 3D optical model.
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Figure 5. Simulation flow for self-consistent simulation of tunable multi-section DBR lasers in three dimensions. The right
part of the chart highlights the necessary steps for the computation of the optical eigenmodes and the lasing frequency.

can also be included using a Taylor expansion of the complex refractive index at a target frequency ω0 in the
neighborhood of the resonant frequency

n(r, ω0) = n(r, ω0) + ω0
∂n

∂ω

∣∣∣∣
ω0

. (26)

In a multi longitudinal-mode setting this approximation may no longer be valid if the difference between the
target frequency ω0 and the side-mode frequency ω1 is big as is typically the case in SGDBR lasers.

In the derivation of the photon rate equation and the corresponding optical eigenvalue problems the imaginary
part ∆α of the eigenvalue in Eqn. (18) can be identified31 with the difference term (Gν − Lν) in the photon
rate equation. However, on numerical grounds it is advantageous to calculate this term using the integral
approximations (12) and (14) due to the non-local nature of the eigenvalue. This allows for the calculation of
the local partial derivatives in the Jacobian matrix which guarantees the convergence properties of the Newton
method.

The simulation flow for a general three-dimensional simulation of a tunable multi-section DBR laser is illus-
trated in Fig. 5. At each bias point the coupled system of PDEs and the optical eigenmodes along with the
lasing wavelength are solved self-consistently in a Gummel-type iteration scheme.32 The solution of the system
of PDEs using a Newton-Raphson scheme is followed by the computation of the optical eigenmodes and lasing
wavelength as summarized on the right in Fig. 5. Due to the interaction between optics and electronics this



procedure has to be repeated at least once in order to ensure overall convergence. The convergence criteria are
based on the solution errors with respect to the last Newton iteration in the case of the coupled PDEs and to
the respective solution of the previous Gummel-type iteration step for the other parts.

While the solution scheme described above works well for many laser structures, tunable multi-section DBR-
type lasers sometimes require a modified solution strategy. They are different in that the lasing wavelength is
determined not only by the effective cavity mode with the highest gain, as in Fabry-Perot lasers, but also by the
overlap with the continuous grating reflectivity spectrum. In this mechanism the waveguide phase plays a crucial
role. Therefore DBR lasers usually contain a phase shifter section which allows for the independent control of
the cavity mode locations and hence a quasi-continuous tuning behavior. In certain simulation configurations
of SGDBR lasers the sensitivity of the waveguide phase with respect to the carrier density and temperature
distributions can cause an oscillation between either adjacent cavity modes or adjacent channel modes‡ in con-
secutive iterations of the Gummel loop. This effect is due to numerical errors, e.g. interpolation errors, and can
be alleviated with a damping of the optical modes in the iteration scheme once the relative error has decreased
to the point where the oscillatory behavior begins. Earlier on we referred to this as a modified Gummel-type
iteration.

In order to exploit the optimal wavelength tuning behavior careful adjustment of the phase section current
is necessary. In real-world applications this can be done either interactively or by an electronic control loop
calibrated through an extensive device characterization process. For obvious reasons neither of them is an option
for a device simulator. The approach chosen in this work involves the following tasks in each bias step:

� calculate the front and rear mirror reflectivity spectra r0(ω) and r1(ω),

� determine the frequency ω0 for which the product of the mirror reflectivities R(ω) = r0(ω) · r1(ω) has a
global maximum,

� take the frequency ω0 as an input to Eqn. (18) and perform a two-dimensional root search with respect to(
∆n′

ph, ∆α
)
, where ∆n′

ph denotes the real part of the refractive index change in the phase section ,

� keep ∆n′
ph fixed and calculate the remaining longitudinal side modes.

This ensures the alignment of the comb-mode spectrum with the reflectivity peak. The calculated required index
change in the phase section can then be used to extract the corresponding change in the injection current.

4. RESULTS

In this work we have analyzed an InP based ridge-waveguide SGDBR laser with an active region consisting of
seven compressively strained InGaAsP quantum wells§. Further details on the device structure can be found in
the table in Fig. 7. A hierarchical approach33 has been followed for the efficient calibration of this complex laser
device. First, the material parameters of the active section were calibrated by way of 1D and 2D simulations. To
investigate the tuning behavior such as the dependence of the lasing wavelength, output power, loss and active
section voltage on the mirror currents, 3D simulations are necessary.

In an initial simulation step we ramp to the operation point, as shown in Fig. 6, whose state can be saved
and reloaded as an initial solution in other simulations. Then we increment for example the front mirror current
to a fixed value and sweep the rear mirror current. In this way we generated the tuning map shown in Fig 7 on
the right. It was obtained by sweeping the rear mirror current for 40 different values of the front mirror current.
This task lends itself to be distributed over a computer cluster where it can be accomplished in only 5 hours¶.
The simulated tuning map is in good agreement with experimental data shown on the left in Fig. 7. Further

‡For a description of possible competing modes in a SGDBR laser see Ref. 27.
§The device under investigation has been fabricated at the University of California in Santa Barbara.
¶We used a Linux cluster consisting of 20 nodes each featuring a Dalco r2164ia, 2x2.4 GHz AMD Opteron 250/1MB

Cache CPU. Each simulation required about 2GB RAM.
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Device Parameters

Section Name L[µm] κ[1/cm] Sampled Grating DBR
Front Mirror 307.5 250 5× 4 µm grating bursts with 46 µm period
Gain 500 — —
Phase 75 — —
Rear Mirror 552 250 12× 6 µm grating burst with 65.5 µm period

Figure 7. Wavelength tuning behavior of SGDBR laser as specified in the table (bottom). Comparison of tuning maps
obtained from measurement (left) and from 3D simulation (right) shows very good agreement.

improvement can be achieved by a better calibration of the carrier dependence of the refractive index model.
This essentially determines the scaling of the tuning map.

In addition to the wavelength tuning map the corresponding maps for the optical output power, loss and active
section voltage can be analyzed. These properties are of importance to developing mode control algorithms, i.e.
finding the optimal section currents for each wavelength channel.



5. CONCLUSIONS

Following a hierarchical approach to the general multidimensional laser simulation, the tuning behavior of a
SGDBR laser has been investigated and close agreement with measurements has been achieved. It has been shown
that choosing a suitable solution method for the optical problem allows for full three-dimensional simulations
for such complex device structures without any approximations with regards to longitudinal carrier transport.
Furthermore, with a modern computer infrastructure at hand a comprehensive analysis can be performed within
the order of a few hours. This opens the door for design and optimization tasks even in the scope of a device
engineer.
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